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In  three parts 

• Brief introduction to network meta-analysis 

• A review of the underlying consistency assumption 

• “Tools” for evaluating reliability of the consistency assumption 
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“An independent meta-analysis of trials … showed that Cipralex was one of two 

anti-depressants judged to have achieved the best possible balance between 
efficacy and acceptability” 3 



“Cipralex was among the top two antidepressant 
drugs for both efficacy… and acceptability…(fig 2)” 

4 



These claims refer to Cipriani et al. 2009  
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The analysis is readily interpretable 
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But do these claims represent knowledge? 

All rights reserved 7 



A taxonomy of comparisons 

A 

B 

A C 

B C 

A B 

A C 

B C 

A B 

Direct Comparison (head to head RCT) 

‘Naïve’ or ‘Unadjusted’ Indirect Comparison:  
Absolute effect estimates from individual trial arms 

‘Adjusted’ Indirect Comparison:  
Relative effect estimates between treatments 

Mixed Treatment Comparison/Network 
Meta-Analysis: 
‘Adjusted’ indirect comparison extended to more 
complex networks of trial evidence (i.e. head to head 
and indirect evidence) 
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An example of network meta-analysis 
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The network of trial evidence for thrombolysis 
and angioplasty after myocardial infarction   

Alteplase 

Acc. Alteplase 

Strep + Acc. Alteplase 

Streptokinase 

1 

8 

2 1 

Reteplase 
1 

2 

Tenecteplase 

1 

PTCA* 

8 3 

11 

Number of trials 

*Percutaneous transluminal coronary angioplasty 
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The trial evidence summarised as a set of 
pairwise comparisons 

  Compared to: 

Streptokinase Alteplase Acc. Alteplase 

T
re

a
tm

e
n

t:
 

Streptokinase     

Alteplase 0.89 (0.54 to 1.14)     

Acc. Alteplase 0.86 (0.78 to 0.94)   

Streptokinase+Alteplase 0.96 (0.87 to 1.05)   1.12 (1.00 to 1.25)            

Reteplase 0.95 (0.79 to 1.12)   1.02 (0.90 to 1.16) 

Tenecteplase -   1.01 (0.88 to 1.14) 

PTCA 0.49 (0.20 to 0.91) 0.63 (0.25 to 1.29) 0.79 (0.55 to 1.05) 

Mortality at 35 Days  

Mean Odds Ratio (95% CI) 
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Direct Comparison: 0.63 (0.25 to 1.29) 

Network meta-analyses provide estimates of 
treatment effects compared to a common reference 

   

Mean (95% CrI) 

T
re

a
tm

e
n

t:
 

Streptokinase 1.04 (0.91 to 1.35) 

Alteplase 1 

Acc. Alteplase 0.88 (0.70 to 1.19) 

Streptokinase+Alteplase 1.02 (0.78 to 1.51) 

Reteplase 0.92 (0.70 to 1.24) 

Tenecteplase 0.90 (0.61 to 1.35) 

PTCA 0.65 (0.49 to 0.86) 

Mortality at 35 Days  

Mean Odds Ratio (95% CI) 
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(Bayesian) network meta-analysis provide a readily 
interpretable summary of joint uncertainty 
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The simplest form of network meta-analysis is the 
adjusted indirect comparison 

PTCA 

Streptokinase 

Alteplase 

OR: 0.49 (0.20 to 0.91) OR: 0.89 (0.54 to 1.14) 

55.0
89.0

49.0
. AlteplasePTCAvsOR

Indirect Comparison of 
PTCA vs Alteplase 

OR: 0.55 (?? to ??) 
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Estimation of uncertainty in an adjusted indirect 
comparison 

BC

AC
AB OR

OR
OR 

Independent Random 
Variables 

BCACAB OROROR logloglog 

+ = 

var logORAB( ) = var logORAC( )+var logORBC( )

sd(logORAB ) = sd(logORAC )2 + sd(logORBC )2
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The final result for the PTCA vs Altelplase AIC 

PTCA 

Streptokinase 

Alteplase 

OR: 0.49 (0.20 to 0.91) OR: 0.89 (0.54 to 1.14) 

OR: 0.55 (0.24 to 1.29) 
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Uncertainty in indirect estimates 

• 95% Confidence intervals are estimated by adding the 
variance for the contributing indirect comparisons 

 

• Only represents uncertainty arising from the sampling error in 
the contributing trials 

 

• Does not represent uncertainty in the fundamental 
assumptions  

 

• Absolute ‘Best Case’ estimate of uncertainty 

  

17 All rights reserved 



Network meta-analysis can be viewed as extension of the adjusted 
indirect comparison to more complex networks 

  
• Treatment effects are estimated that best ‘fit’ the network of trial 

comparisons 

1. dSteprokinase, dReteplease, dPTCA, … are estimates of the Log Odds Ratio 

(LOR) of Streprokinase, Reteplase and PTCA compared to a 

reference comparator (e.g. Alteplase). These are the “basic” 

parameters 

2. LOR Streptokinase vs. Alteplase  = dStreptokinase  

3. LOR  Reteplase vs.Alteplase  = dReteplase 

4. LOR  Streptokinase vs. PTCA  = dStreptokinase  - dPTCA  

5. … 
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The basic assumption underlying network meta-
analysis is that: 

Referred to as: 

•Consistency  

– Indirect and direct estimates are consistent 

•Exchangeability 

– If treatments were exchanged between trials estimates 
would be the same (allowing for random variation) 

•Similarity 

– The trials are similar and comparable 

•Transitivity 

 

 

 

BCACAB 

BCACAB  CBABAC 
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Consider a single trial 
 

A  (Response = 30%) 

C (10%) 

B (20%) 
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By definition consistent on the relative risk scale 

A (30%) 

RR: 3 RR: 2 

C  (10%) 

B  (20%) 
RR: 1.5 

BvsC

AvsC
AvsB RR

RR
RR  5.1

2
3 AvsBRR
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And also on the odds ratio scale... 

A  (30%) 

OR: 3.86 OR: 2.25 

C (10%) 

B  (20%) 
OR: 1.71 

BvsC

AvsC
AvsB OR

OR
OR  71.1

25.2
86.3 AvsBOR

22 All rights reserved 



And on the risk difference (RD) scale... 

A (30%) 

RD: +20% RD: +10% 

C (10%) 

B (20%) 
RD: +10% 

BvsCAvsCAvsB RDRDRD  %10%10%20 AvsBRD
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Whereas multiple trials may be consistent 

A (60%) 

C (20%) 

B (10%) 

C (5%) 

A (45%) B (30%) 

RR: 3 RR: 2 

RR: 1.5 

5.1
2

3 AvsBRR
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Or may be inconsistent… 

A (30%) 

C (20%) 

B (10%) 

C (5%) 

A  (45%) B (30%) 

RR: 1.5 RR: 2 

RR: 1.5 

5.175.0
2

5.1 AvsBRR
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What determines whether networks of multiple trials will be consistent? 



Prognostic factors alter response in individual 
treatment arms 

A (30%) 

C (10%) 

 A (60%) 

C (20%) 

RR: 3 RR: 3 

But do not alter the relative treatment effect (on a given scale) 

Severe 
Patients 

Mild 
Patients 
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Predictive factors alter response in individual 
treatment arms 

A (30%) 

C (10%) 

 A (15%) 

C (10%) 

RR: 3 RR: 1.5 

And alter the relative treatment effect (on a given scale) 

Severe 
Patients 

Mild 
Patients 
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A completely homogeneous set of trials… 

A (30%) 

C (10%) 

B (20%) 

C (10%) 

A (30%) B (20%) 

RR: 3 RR: 2 

RR: 1.5 

5.1
2

3 AvsBRR

Will behave like a single multi-arm trial and be consistent 

Severe 
Patients 

Severe 
Patients 

Severe 
Patients 
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A heterogeneous set of trials 

A (60%) 

C (20%) 

B (20%) 

C (10%) 

A (30%) B (20%) 

RR: 3 RR: 2 

RR: 1.5 

5.1
2

3 AvsBRR

Will still be consistent if they differ in terms of prognostic factors 

Severe 
Patients 

Severe 
Patients 

Mild 
Patients 
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However, a heterogeneous set of trials 

A (30%) 

C (20%) 

B (20%) 

C (10%) 

A  (30%) B (20%) 

RR: 1.5 RR: 2 

RR: 1.5 

5.175.0
2

5.1 AvsBRR

Will be inconsistent if they differ in terms of predictive factors 

Severe 
Patients 

Severe 
Patients 

Mild 
Patients 
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A heterogeneous set of trials 

A (60%) 

C (20%) 

B (20%) 

C (10%) 

A (30%) B (20%) 

RR: 3 RR: 2 

RR: 1.5 

5.1
2

3 AvsBRR

May be consistent on one treatment effect scale 

Severe 
Patients 

Severe 
Patients 

Mild 
Patients 
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A heterogeneous set of trials 

A (60%) 

C (20%) 

B (20%) 

C (10%) 

A (30%) B (20%) 

RD: 40% RD: 10% 

RD: 10% 

%10%30%10%40 AvsBRD

But be inconsistent on a different treatment effect scale 

Severe 
Patients 

Severe 
Patients 

Mild 
Patients 
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Consistency is a “model” applied to a connected 
network of trial data 

• It is an “assumption”, a convenience*, not a natural law 

• Network meta-analyses are confounded by variation in predictive factors 

(treatment effect modifiers) 

• Network meta-analyses are not confounded by variation in prognostic 

factors 

• Naïve indirect comparisons are confounded by variation in prognostic 

factors and predictive factors 

• Factors may be prognostic on one scale but not another 

• The reliability of the model is a function of the degree of heterogeneity 

 
*"essentially, all models are wrong, but some are useful"  George Box 
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Assessing Heterogeneity 
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An example network meta-analysis:  
treatments for advanced NSCLC 

 

• Comparators 

– Placebo, Docetaxel, Erlotinib, Gefitinib, Pemetrexed 

• Continuous Endpoint 

– Hazard Ratio: Overall Survival 

• 4,672 patients in 6 studies 

• NMA conducted on multiplicative hazard ratio scale: 
HRAB=HRAC / HRBC 

All rights reserved 

Value Health. 2009 Sep;12(6):996-1003. 
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The trials form a connected network 
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Which includes “loops” 

Compared With 
Placebo 

Docetaxel Erlotinib 

Gefitinib Pemetrexed 

r: 0.48(0.24:0.96) 
r: 0.7(0.58:0.85) 

r:  0.89 (0.79 to1.01) 

r: 1.02 (0.91 to 1.14) 

r:  0.99 (0.82 to 1.2) 
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Hazard ratios: mean (95% CI) 
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The results can be expressed against a 
common reference comparator 

Hazard Ratio (Log Scale)

 

0.5 1 2

Placebo

Docetaxel

Erlotinib

Gefitinib

Pemetrexed

 1.00 (1.00 to 1.00)

 0.85 (0.72 to 1.00)

 0.71 (0.58 to 0.85)

 0.88 (0.78 to 0.99)

 0.85 (0.66 to 1.08)

Mean HR (95% CI)Treatment

More Effective Less Effective

However, due to correlation we cannot directly derive  
all possible pairwise comparisons from this 



There is, however, heterogeneity in study 
characteristics 

Salanti G, Marinho V, Higgins JPT. A case study of multiple-treatments meta-analysis demonstrates that 
covariates should be considered. Journal of Clinical Epidemiology. Elsevier Inc; 2009Aug.1;62(8):857–64 
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(Some) methods for assessing  inconsistency 

• Node splitting 

• Comparison with an inconsistency model 

• Treatment by design model 
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Node Splitting 

Inconsistency parameter  
for treatment j vs. treatment k 

Direct estimate of treatment 
effect for each comparison  

jk

ind

jk

dir

jk dd 

• The inconsistency parameter represents the discrepancy between  
 direct and indirect estimates.  
• Can be tested against null: inconsistency = 0 

Direct estimate of treatment 
effect for each comparison  
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The results of the node splitting analysis for the NSCLC NMA 
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“Inconsistency Model” 
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Consistency Model 

Estimated Treatment effect  
for treatment j vs. treatment k 

Consistent treatment effect  

KJjk dd 
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Inconsistency Model 

Estimated Treatment effect  
for treatment j vs. treatment k 

Independent treatment effect 
for each comparison  

jkjk d



Comparison of posterior residual deviance 

46 

Analysis DIC	(lower	=	better	fit)
Consistency	Model -13.89
Inconsistency	Model -14.75



A 

C D 

B 

CD study is inconsistent (RED) and of low precision (thin line).   
CD study will be the outlier 



A 

C D 

B 

CD study is inconsistent (RED) and of high precision (thin line).   
AB study ( low precision) will be the outlier 
 

Inconsistency is a property of “loops”, not individual studies or comparisons 
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• Consistency  

 δAB=δAC-δBC                          

• Heterogeneity (Variation within a comparison) 

 Treatment specific variance: δi
JK~N(δJK,τ2

JK) 

 Common variance: δi
JK~N(δJK,τ2) 

• Design inconsistency 

– Treatment effects vary by study design 
(design=comparator set) 

Definitions of inconsistency 

A 

B C 
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Design by Treatment Interaction Model 

Estimated Treatment effect  
for treatment A vs.  
Treatment J from study i with 
design d 

Main (consistent) treatment effect  

Within trial between  
design variation  
(aka heterogeneity)  
Random Effect 

between design variation 
(aka inconsistency)  
Fixed Effect 

jk

d

jk

di

KJjk

di dd  
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An Example 

A 

B C 

Treatment 

Trial 

Design 

A B C 

ABC Ref δAB δAC 

AB Ref δAB+ω2
AB - 

AC Ref - δAC+ω3
AC 

BC Ref δAB δAB+ω4
AC 
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Results of the treatment by design analysis for the 
NSCLC NMA 

The gefitinib effect (vs Placebo) as estimated 
from  the gefiitnib versus docetaxel trial was  
0.55 ( 95% CrI 0.27 to 1.12) times the effect as 
estimated from the other trials 

Analysis DIC (lower = better fit)

Consistency Model -13.89

Treatment by Design -14.80



Quick Comparison 
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Method Addresses 
Question 

Provides Global 
Measure 

Node splitting Does each link agree with 
the rest of network 
 

No 

Inconsistency How does imposing 
consistency affect fit 
(globally and per study) 
 

Yes 

Treatment by design What is the difference 
between treatment 
effects estimated from 
different study designs? 

Yes 

 



Inconsistency cannot be observed in “star 
shaped” networks 

Salanti et al: Ann Intern Med. 2008;148:544-553. 55 
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Inconsistency can be (and is likely) to be 
observed in “well connected” networks 

Salanti et al: Ann Intern Med. 2008;148:544-553. 56 
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Which should we trust most? 



We can use tools such as the ISPOR-AMCP-NPC 
checklist 
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But ultimately, the assessment of credibility is a 
jugdement 
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And credibility is  

• is weakened by known differences between trials in factors 

that (might) act as treatment effect modifiers 

• is strengthened by consistency between direct and indirect 

evidence (if “loops” exists) 

• is strengthened by analyses that adjust or account for 

observed treatment effect modifiers or inconsistency 
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In Cipriani 2009 et al. 

“Analysis indicated statistical incoherence in three out of 70 
comparisons of direct with indirect evidence for response rate … 
and three out of 63 comparisons for dropout rate ... These 
numbers are compatible with chance because about six significant 
findings would be expected out of 133 statistical tests.” 

 

“Overall, heterogeneity was moderate, although for most 
comparisons the 95% CI included values that showed very high or 
no heterogeneity, reflecting the small number of included studies 
for each pair-wise comparison. In the meta-analyses of direct 
comparisons, we found I2 values higher than 75% for the 
comparisons citalopram and reboxetine (I2=85.0%), and 
escitalopram and fluoxetine (I2=82.7%)..” 
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Final thought: exchangeability is implicit in 
clinical decision-making 

 

 
RCT: A vs Placebo:   

Exchangeability 

RCT: B vs Placebo:   

Future Patient:   
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